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Nonzero-sum differential game

sum games
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&= f(t,x,u,v), tElte,d], v€R”, weP veQ.

Here u and v are controls of the player I and the player II
respectively.

m The player I wants to maximize o1 (x(do)).

m The player II wants to maximize oa(x(Jy)).



Conditions

ik The sets P and () are compacts.

:r:-fe%ies m The functions f, o1 and o9 are continuous.

m The function f is locally Lipschitz continuous with respect to
the phase variable.

m The function f satisfies the sublinear growth condition with
respect to x.

m Isaacs condition holds.



Approaches

sum games
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m System of Hamilton-Jacobi equations;

® Punishment strategies.



Measure-Valued Controls

Let E be a control space. Denote by R(7; E) the set of
measure-valued controls p on [7, %] with values in rpm(FE).

m Control of the Player I: n € R(7; P);
m Control of the Player Il: v € R(7; Q);
m Joint control of the players: n € R(1; P X Q).

Motion:
Denote by (-, ts, Z«,n) the solution of the problem

T = / ft, x,u,v)n(t, d(u,v)), x(te) = .
PxQ



Nonanticipative strategies

A map a: R(t.; Q) = R(t«; P x Q) is nonanticipative strategy of
the Player | if

maV](t;PxT)=v(t;Y) VY CQ;
m v1(t,-) = va(t, ) for almost every ¢ € [t., 0] implies
aln](t,-) = alps](t, ) for almost every t € [t.,d)].

MMa|(ts, 24) = {x(-, te, 20, aV]) 1 v € Rt Q)).



Nonanticipative strategies

A map B : R(ts; P) = R(t.; P X Q) is nonanticipative strategy of
the Player Il if

m Bt x Q) = p(t;T) VY C P

m (¢, ) = pe(t, ) for almost every ¢ € [t., 0] implies
Blu1l(t, ) = Bluz](t,-) for almost every ¢ € [t.,0].

MQ[B]@*?‘T*) ={2(, ts, s, Blp]) : p € R(ts; P)}.



Nash equilibrium

A pair of nonanticipative strategies o™, 5™ and the set of motions
S C M a"](ts, z4) N M2[B"](ts, x4) is a Nash equilibrium at the
position (., z.) if the following inequalities hold:

sup{o (x(9o)) : a(-) € M?[B"](t, 2. )}
<inf{o1(z()) : z(+) € S},

sup{oz(z(do)) : 2(-) € M [a"](ts, z.)}
< inf{oa(z()) : 2(:) € S}.




Auxiliary zero-sum games

sum games
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m GameT'y: The player I wants to maximize o1 (z(Jp)), the
purpose of the player II is opposite. Denote the value of this
SHmete game by wi : [tg, ] X R™ — R.

m Game T'y: The player II wants to maximize os(z(Jy)), the
purpose of the player I is opposite. Denote the value of this
game by ws : [to, Po] X R — R.



Auxiliary differential inclusion

i€ F(t,x) = co{f(t,z,u,v) : u € Pv € Q}

Structure

By Sol(t«, z.) denote the set of its solution with initial data
z(ty) = .

Sol(ts, zx) = {x(, t, m, ) 1 € R(t; P x Q)}



Structure of Nash equilibriums

Theorem

m If y(-) € S then

wi(t,y(t)) < oi(y(do)), t€[te;dol, i=12. (%)

Structure

m If y(-) € Sol(t«, x.) satisfies condition (*) then there exists the
Nash equilibrium (a™, 5", S) such that

{y()} = 8 € M a"|(tx, z:) N MP[B™] (8, 2.).
m There exists at least one Nash equilibrium.

The same structure has the set of Nash equilibriums in
discontinuous feedback formalization.



Design of Nash equilibrium
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y() = .Z‘(-, ty, Ty, 77*)~
Structure Let u. be a projection of 7, on P: p,(t;T) £ 1, (t,T x Q).
Let v, be a projection of 7, on Q: v, (t;Y) £ n,(t, P x T).

Nonanticipative Strategy o™ : deviation from v, leads to punishment.

Nonanticipative Strategy 3" : deviation from p, leads to punishment.



Nash value of the game

Nt ) = {(@1(y(00), o2(y(00)))
y(-) € S, (a™, ", S) is a Nash equilibrium at (t*,m*)}.



Control with Guide. Player I

sum games
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bt x — state of the system, w — state of the guide.

Strategy of the Player I:
Umod = (U(t, Z,w, 6)7 ¢1 (t+7 t,z,w, 5)7 X1 (t7 z, 6)7 Bl (6))

Control with

Guide

m u(t,z,w,e) forms the control;

m 1 (tT,t, 2, w,¢€) is transitional function of the guide;
m X1 (¢, x,¢) initializes the guide;

m f31(g) bounds the interval between corrections of control.



Control with Guide. Player I

i Let (th, l‘h) be an initial position, € be a precision parameter,
control correct at the time instants tg < t; < ... <t,; A = {t;};

d(A) < Ba(e).

Control formation.
(L;:n::l with If'

at t; the state of the system is x;, the state of the guide is w;,
then

on [t;,t;1+1) the control of the Player I is u(¢;, x;, w;, €),

at t; 1 the state of the guide is ¢y (¢;41,t;, i, w;, €).

Step-by-step motion: z'[-,t%, 2%, Upnod, €, A, v[]].



Control with Guide

Strategy of the Player Il
Vmod = (’U(t, €, w, 5)’ ¢2(t+? t7 z,w, E)a X2<t07 xO)v 52(5))
Control with

Step-by-step Motion: x2[-,t%, 2% Vioa, €, 2, ul-]].

Guide

Consistent Motion. Precision parameters of the Players are equal.
xc['a thv xhy Um0d7 Vm0d7 g, A7 E]



Constructive Motions

(8, 2%) — (ta,z4), € — 0.

Control with m Limit Motions of the Player I: X' (t., Zx, Umod);
m Limit Motions of the Player Il: X2 (t., Zx, Vinod);
m Limit Consistent Motions: X (t, s, Umod)-



Nash equilibrium

Pair of strategies (U} 4, Vo4
if

max{o1(x(00)) : 2(-) € X?(ts, 2x, Viioa) }
Guiae < min{oy(2(%)) : 2(-) € X (b, 22, Uppioas Vinoa) }

m mod

) with guide is the Hash equilibrium

max{oa(z(¥0)) : () € X (te, 2, V70 1)}

mod

< min{oy(2(%)) : 2(-) € X (b, 22, Upoas Vinoa) }-



Deviation

Let Y and Z be a set of continuous functions from [t., o] to R™.

h(ty,Y,Z2) & sup inf max |ly(t) —z(t)].
JR—— (o 2) y()€Y 2(JEZ €t do] ot = =0l
;z:lization



Approximative realization

Theorem

Let (o™, ™, S
nonanticipative strategies.
There exists Nash equilibrium in the class of controls with guide

) such that for all ¢ € [t., J¢] the following equilities

) is a Nash equilibrium in the class of

(U'rTrLLod’ V;Lod
are fulfilled

Ao
Realization h(t*> Xc(t*7 e Ulroaaty mod)a 8) 05
h(t*,Xl(th*yUmod) [a](t*,m*)) =
) p—

h(t*,Xz(t*,x*,Vmod)y [ﬂ](t*’x* )
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