Utilizing pattern recognition algorithms to capture gesture-based languages without using marking devices
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This work examines the possibility to construct a motion capture based system for recognizing gesture-based languages with high amounts of signs. This system is supposed to use only external (somewhat remote to user) hardware (mostly video cameras), excluding various additional user-wearable devices (gloves, markers, etc.).

Regarding the aforementioned conditions, it is important to research modern pattern-recognition algorithms. This work includes analysis of various image transformation algorithms used for pattern recognition and combinations of such algorithms to improve results. Firstly, these algorithms include object edge detection algorithms, algorithms to transform bitmap images to vector graphics, outline analysis algorithms, neural net algorithms. The selected software base for the system is OpenCV library.

The goal of this work is to achieve satisfactory accuracy, speed and computational value of gesture capture, combined with relative affordability and portability of the final device.

Such gesture capturing system, based on researched algorithms, can be applied in many areas.

Firstly, there is a possibility to make communication for people with disabilities (deaf-mute) easier. This system can be implemented on mobile devices, but to implement this, even in simplified form, it is needed to solve various problems in capture and recognition of motion in context of complex gesture-based languages.
 Secondly, such system can improve "human-machine" interaction by providing users with gesture based control interfaces. In this case, an additional research in the area of machine operator’s activities is needed.
Currently, a number of experimental developments are completed, and implementation problems are identified. As future work, a working prototype of complex gesture-based languages recognition system implementation is possible.

